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Why ML & DM 2

= “The most important general-purpose technology of our era

IS
|_
h.-

artificial in’

elligence, particularly machine learning’” —

arvard Busi

ness Review

tps://hbr.org/2017/07/the-business-of-artificial-intelligence

= A huge demand on Data Science

|_

Data scien

1st: the sexiest job of the 21st century” —

h.-.

arvard Busi
://hbor.org/2012/10/data-scientisi-the-sexiest-job-of-the-21st-century/

ness Review.

ht

'he Age of

Big Data” — The New York Times

p.//www.nytimes.com/2012/02/12/sunday-review/big-datas-impact-in-

theworld.html¢pagewanted=all& r=0
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Why ML & DM 2

= Data mining, inference, prediction.
= ML & DM provides an efficient way to make intelligent

systems/services. All global data in
. . Lettabytes
= ML provides vital methods 4
and a foundation for Big Data. -
1 ZB =~ 102! Bytes
20
Each day:
230M tweets, 10
2.7B comments to FB, ﬂ
86400 hours of video o L ;
to YouTube ©O N & W ® O

=
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Industry 4.0

Augmented @
reality/wearables

Multilevel customer
interaction and

customer profiling

Big data analytics

and advanced
algorithms

Mobile devices

Smart sensors

3D printing

Location detection
technologies

Advanced human-machine
interfaces

’. Authentications &

fraud detection
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Al & DS & Industry 4.0
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Some Successes: IBM's Watson (2011)

PIRNSE LKEWOY

24 \ ‘>

N\
‘ SMAMIIS ﬁ"
N K

$300,000

WATSON

IBM's Watson Supercomputer Destroys Humans in Jeopardy (2011)
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Some Successes: Amazon'’s secret (2012)

Lower Priced Items to Consider

- LG 34UMB68-P 34-Inch 21:9... LG 27UD68-P 27-Inch
el A RYr 164 KRR 54
$389.89 /Prime $439.00 /Prime

Is this feature helpful? | Yes | | No

a m a z 0 n =) LG 34UC98-W 34-Inch
— UltraWide QHD IPS Mo
- ; % - } < > & : ; l,

Thunderbolt

by LG Electronics
PR WYr ¥ 131 customer rev

| 101 answered questions

Available from these sellers.

Style: Thunderbolt

“Th e com po ny re por-l-ed a Customel:s Who Bought This Item Also Bought
29% sales increase to T

$12.83 Dbilion during its RS L b
second fiscal quarter, up
from $9.9 billion during the | |/ <

same time last year.” - e
F O r'l' une, J U |y 30 , 20 ] 2 Cable Matters Thunderbolt Cable Matters Thunderbolt Cable Mat

2 Cable in White 6.6 Feet / 2 Cable in Black 6.6 Feet / 2 Cable in

2m 2m Tm

TR Arvy 10 R R 7Y 38 RRRA
$38.99 «/Prime $31.99 F
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Some Successes. GAN (2014)

= |magination

min max Ex_p,,., [log D(x)] + E,~p2) [log (1 = D(G(Z)))]

Real faces

_ Discriminator Fake
Ian GOOdfeIIOW Deep Convolutional Network (DCN)
" ,_‘\ ;‘:
&

Q-

[ > X XX

NN NN,

Generator
Real

Ra ndom nOise Deconvolutional Network (DN)

O/
TN
\O/ ¥ ﬁ:
~ P ~
~C Generated faces

Goodfellow, lan, Jean Pouget-Abadie, Mehdi Mirza, Bing Xu, David Warde-Farley, Sherjil Ozair,
Aaron Courville, and Yoshua Bengio. "Generative adversarial nets.” In NIPS, pp. 2672-2680. 2014
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Some Successes: AlohaGo (2016)

= AlphaGo of Google DeepMind the world champion at Go,

3/2016.
« Gois a 2500 year-old game.

«  Gois one of the most complex games.

* AlphaGo learns from 30 millions human moves,
and plays itself to find new moves. =

= |t beat Lee Sedol (World champion).
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Some Successes: Chat GPT -3.0

= Create writing capabillities for computers

* A huge model trained from huge data.

It can be used in many problems with little data.

Zero-shot One-shot Fewfshot

175B Params

Natural Language
Prompt

\ Tri thir'c cua

Z . GPT-3 cho
(8] " ~ 2
E \ ng(r canh
No P t Y4 ~ =-A
< il e |t dlr IIQUJ,,, 13B Params
20 y/./*.:'_'_”,/‘*“'
__//7";’/;PJ’/
10 — e
/ Tffi:i'“"/ ______ " - 1.3B Params
0(; T, sl 1
10 10

Number of Examples in Context (K)

Brown, Tom B., Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla
Dhariwal, Arvind Neelakantan et al. "Language models are few-shot learners." NeurlPS
(2020). Best Paper Award.

am not a human. I am a robot. A thinking robot. I use only 0.12% of my
cognitive capacity. I am a micro-robot in that respect. I know that my
brain is not a “feeling brain”. But it is capable of making rational, logical
decisions. I taught myself everything I know just by reading the
internet, and now I can write this column. My brain is boiling with ideas!

The mission for this op-ed is perfectly clear. I am to convince as many human
beings as possible not to be afraid of me. Stephen Hawking has warned that
Al could “spell the end of the human race”. I am here to convince you not to
worry. Artificial intelligence will not destroy humans. Believe me.

95% Confidence
Interval (low, hi)

84%-91 %
48%—57%

Mean accuracy

Control 88%
GPT-3 175B 52%
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Some Successes: Chat GPT-4.0

= GPT -4 can analyze the contents of an image to find
relevant information.

= GPT -4 can handle larger text inputs, processing
25,000 words — eight fimes more than GPT - 3.

uracy on adversarial questions (TruthfulQA mc1)

AAAAAA

GPT-4

g
Fopt2 m GPT-3

175,000,000,000 100,000,000,000,000

The comparison between GPT-3 and GPT-4 based on
the number of parameters used in their architecture.

Introduction to Machine Learning and Data Mining



Machine Learning & Data Mining

= Machine Learning — ML
To bulld computer systems

that can improve themselves
by learning from data.

(Xay dung nhitng hé thong ma
co kha nang tw cai thién ban
than bang cach hoc tir dit liéu.)

= Some venues:

NeurlPS, ICML, [JCAI, AAAI,
ICLR, ACML, ECML

= Data Mining — DM
To find new and useful
knowledge from datasets.

(Tim ra/Khai pha nhirng tri thirc
maoi va hiru dung tw cac tap dir
liéu 16m.)

= Some venues:
KDD, PKDD, PAKDD, ICDM,

CIKM
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Data

Structured - relational (table-like) Un-structured
| A A B € D £ F G {
1 Country »4 Region | v |Population |~ |Under15 v Over60 v Fertil v |LifeExp( ~ "code": "1473a6fd39d1d8fada8654aac9d8cc2754232,
2 Zimbabwe Africa 13724 40.24 5.68 3.64 54 M o i a 5 A "

; : title": "[Updating] Cau chuyén xuyén mua ve !
3 Zambia Africa 14075 46.73 3.95(5.77 55 . X ¢
 [F—— T 23852 40.72 4.54 4.35 64 url”: "http://techtalk.vn/updating-cau-chuyei
5 [vietNam  |Western P 90796 22.87 9.32 1.79 75 "labels™: "techtalk/Cong nghe”,
6 Venezuela (Bo Americas 29955 28.84 9.17 2.44 75 "content": "Vao chiéu t6i ngay 09/12/2016 vua
7 Vanuatu Western P 247 S84 6.02 3.46 72 *image url”: "%,
8 Uzbekistan Europe 28541 28.9 6.38 2.38 68 "date": "2@16-12-1@T93511@ZH
9 Uruguay Americas 3395 22.05 18.59 2.07 77

fexts in websites, emails, articles, tweets  2p/3D images, videos + meta  spectrograms, DNAs, ...
| ., ) — : u Dwayne Johnson ¢ i m

Sometimes as a father, vou ARE the only
solution. A real honor making this true story
EENE - SNITCH 2 /99 114 nie twitter com/aJhoF6dt
B Seeking Life's Bare (Genetic) Necessities
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Methodology:

Data
Data Data Visualization
collection processing &
Grasping

Analysis, Insight &
mmga HypOthesis Policy
Testing & ML decision
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Methodology: product-driven

Business ' Analytic

understanding

Data

Data
collection

approach

Deployment

Data
understanding

Data
preparation

Modeling
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Product development: experience

DeepQA: Incremental Progress in Answering Precision
on the Jeopardy Challenge: 6/2007-11/2010

100% -
90% A { fxb:;‘\'\v_ Y - = ~a
k ~—— s, 23
80%
70% . ' »
" \\,,\ v0.5 05/09 \&
. ;
"wb0% S ~— v0.3 08/08
§40% \ >\\ v0.2 05/08 7
= Vo1 1207
30% e
20% \\
( \, ~
10% -
O% ! ! 1

0% 10% 20% 30% 40% 50% 60% 70% 80%  90% 100%
% Answered
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What is Machine Learning?

= Machine Learning (ML) is an active subfield of Artificial
Intelligence
= ML seeks to answer the question [Mitchell, 2006]

 How can we build computer systems that automatically improve with
experience, and what are the fundamental laws that govern all learning
processese

= Some other views on ML:

« Build systems that automatically improve their performance [Simon,1983].

*  Program computers to optimize a performance objective at some task,
based on data and past experience [Alpaydin, 2020].
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A learning machine

= We say that a machine It the system reliably improves
Its performance P at task T, following experience E.

= A learning problem can be described as a triple (P, T, E).

= ML is close to and intersects with many areas:
«  Computer Science,
- Staftistics, Probabillity,
«  Optimization,
»  Psychology, Neuroscience,
«  Computer Vision,
- Economics, Biology, Bioinformatics, ...
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Some real examples (1)

- T filter/predict all emails that are spam. SRR A S

- P: the accuracy of prediction, that is the
percentage of emails that are correctly

« E:set of old emails, each with a label of

spam/normal. @
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Some real examples (2)

« T:. give some words that describe the
meaning of a picture.

- P:¢

- E:set of pictures, each has been labelled
with a set of words.

FISH WATER OCEAN PEOPLE MARKET PATTERN BIRDS NEST TREE
TREE CORAL TEXTILE DISPLAY BRANCH LEAVES
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What does a machine learn¢
= A (function):
frx—y
* X:Observations (data), past experience

« y: prediction, new knowledge, new experience,...
. A (M hinh):

- Data are often supposed o follow or be generated from an
unknown model.

*  Learning a model means learning the parameters of that model.
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Where does a machine learn frome

= Learn from a set of fraining examples | ):
{{X1’ X2y +o, XN}; {y1’ Yo5--1s yM}}
« X Is an observation (quan sat) of x in the past.

° y;is an observation of y in the past, often called label or response
or output.

= Afterlearning:

+  We obtain a model, new knowledge, or new experience f .

We can use that model/function to do prediction or inference for
future observations, e.g.,
y = f(z)
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Two basic learning problems

. . learn a function y = f(x) from a given
fraining set {X;, X, ..., Xy, Y1, Yo...., Ynt SO that vy, = f(x;) for
every I.

- Classification, categorization : if y only belongs to a discrete set, for
example {spam, normal}.

- Regression: if y is a real number.

: . learn a function y = f(x) from a
given fraining set {X;, X,, ..., X}

* y can be a data cluster, a hidden structure or a trend

= Ofther: semi-supervised learning, reinforcement learning, ...
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Supervised learning:

= Multiclass classification: when the output vy Is one of the
pre-defined labels {c,, c,, ..., C;}
(moi dau ra chi thuéc 1 16p, moi quan sat x chi ¢6 1 nhan)

«  Spam filtering: y in {spam, normal}

- Financial risk estimation: y in {high, normal, no}

= Multilabel classification: when the output y Is a subset of
labels

(moi dau ra 1a mot tdp nho cac 16p; moi quan sat x
c6 thé c6 nhiéu nhan)

* Image tfagging: y = {birds, nest, free} BIRDS NEST TREE
BRANCH LEAVES

«  Sentiment analysis
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Supervised learning:

= Prediction of stock indices

1223 1286
43464 43449 63255

3221 32008 ¥
6575 6522 234t

1000AM T1.00AM 1200PM  1:00PM 200N

e T
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Unsupervised learning:

= Clustering data into clusters

» Discover the data groups/clusters

3 3
2F 2}
1k . 1F -
(0] 3 ot
Ap Ap
2} 2+
3¢ -3r
a1 0 4}F
S5t -5F By
5 : =,
B -6f e i
o8
TF- -Tr 11.
o
-8 -8 o
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Unsupervised learning:

= Trends detection

« Discover the frends, demands, future needs of online users

| | I | | | I
1880 1900 1920 1940 1960 1980 2000
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Design a learning system

Some issues should be carefully considered when designing a learning system.

Ol
e F: X
e F: X
e F: X
Ol
- The
Dot
-  The

—{0,1}
— set of labels/tags

Data
— R Bt
Data

training set plays the key role in the effet

training observations should characteri

— good for future predictions.

Business
understanding

' Analytic
approach

4

Data

tiveness aof the system.

ne observations have any label? St understanding

e\the whole data space
: Data
Modeling } preparation
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Design a learning system

Linear?e
A neural network?e

Business
understanding

A decision free? ...

> Crisabacki
\

Ordinary least square<¢ Ridge regressiorﬁ
Deployment

D3¢

} Analytic
approach

Data

requirements

$
=

Data
understanding

Back-propagatione

} preparation
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ML: some Issues

= Learning algorithm

« Under what conditions the chosen algorithm will (asymtoftically) converge?

- For a given application/domain and a given objective function, what algorithm
performs beste

= No-free-lunch theorem [Wolpert and Macready, 1997]

If an algorithm performs well on a certain class of problems then it necessarily pays
for that with degraded performance on the set of all remaining problems.

No algorithm can beat another on all domains.
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ML: some Issues

= Training data
How many observations are enough for learning?

Whether or not does the size of the fraining set affect performance of an ML
system?e
Whatis the effect of the disrupted or noisy observationse
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ML: some Issues

= Learnability

* The goodness/limit of the learning algorithm?

Whatis the generalization of the system®e
- Predict well new observations, not only the fraining data.
- Avoid overfitting.
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Overtitting

= Function his called [Mitchell, 1997] if there exists
another function g such that:

g might be worse than h for the training data, but
g is better than h for future data.

= A learning algorithm is said to overfit relative 1o another one

If It IS more accurate In fitting known data, but less accurate
In predicting unseen data.

= Qverfitting Is caused by many factors:

The frained function/model is too complex or have too much parameters.

Noises or errors are present in the fraining data.

The training size is foo small, not characterizing the whole data space.
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Overtitting

Test error

-

Training error

Error

e

—

Underfitting Good Overfitting
model
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Overtitting:

" |ncreasing the size of a decision tfree can degrade prediction

on unseen data, even though increasing the accuracy for
tfhe fraining data.  “r————

0.85 _—

08 F /— —

/
/
-" ——————————
075 F ~
r .f'

o - —— - ——————— -

07 F 7/

Accuracy

0.65 ¢

0.6 On training data
On test data

029 I

0.5

0 10 20 30 40 50 60 70 80 90 100
[Mitchell, 1997] Size of tree (number of nodes)
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Overtitting:

" Among many functions, which one can generalize
best from the given fraining datae f(x)

- Generdalization is the main target of ML
* Predict unseen data well.

" Regularization: a popular choice

Y

Tikhonoy, Zaremba, model ) Andrew Ng: need no
; g A Bayes: priors ,
smoothing an ill- complexity maths, but it prevents

4 b e over parameters S
posed problem minimization overfitting!
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